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1.2 Project Two: Algorithmic Curation in Social Media
Sociotechnical systems provide access to ever-increasing quantities of information online. These systems often
implement algorithmic curation: automated selection of what content should be displayed to users, what should be
hidden, and how it should be presented. Virtually every Internet user who reads online news, visits social media
sites, or uses a search engine has encountered algorithmic curation at some point, in many cases without even
realizing it [19]. Personalization algorithms are a necessary and beneficial part of the infrastructure; but, users’
own awareness and understanding of what the algorithms are doing could cause them to adjust their behavior in
ways the algorithm isn’t designed to handle properly, with consequences for individuals and the system as a whole.

For example, the Facebook News Feed records data about users’ interaction with content, and uses algorithms
that aggregate information collected from many users when making inferences about users’ preferences and de-
ciding how posts should be ranked for display on a per-user basis. In this project, I am investigating the relationship
between social behavior and algorithmic curation, to find ways to help users and system operators identify, mea-
sure, and reason about system-level effects that arise from individual-level design interventions. In proposing this
project, I was one of the first to use the phrase “algorithmic curation” to describe the effects of filtering and ranking
algorithms. I have identified a disconnect between the motivations of content producers for creating posts and the
interests of consumers in what posts they prefer to see [21]. I also have discovered that despite the black box
characteristics of the Facebook News Feed ranking algorithm, users form mental models for how it works, and
these mental models shape their behavior in the system [19]. And, my work describes how the algorithm might
affect closeness of users’ real-world relationships as a result of the way that it ranks posts for display [18]. In a
paper under review, I report results of an analysis of a dataset released by researchers at Facebook in conjunction
with a recent paper [4], and a simulation study based on the data. I found that the ranking algorithm interacts
with user scrolling behavior to determine which posts users see, which means the influence of the algorithm is
strongest at the “top” of the user’s News Feed. Future work on this project includes applying these findings to
the implementation of agent-based models that will allow us to examine the effects of different kinds of content
prioritization schemes on the information users are exposed to.

1.3 Project Three: Mental Models of Computer Security
Many security vulnerabilities are the result of a human choice to act (e.g., clicking on a link in a phishing mail) or
not act (e.g., not installing updates or security patches). My security work focuses on how people make choices
about protecting themselves and their computing devices from security-related problems and threats that are very
hard for them to be aware of and to understand. I have been working with a collaborator since 2011 on a third
project in which we are studying the beliefs and behaviors of computer users who are not experts in computer
security. The contexts in which security choices and behaviors must take place are expanding, and both the need
to protect one’s devices and information, and the complexity of that task, are increasing for non-expert users. The
goal of this project is to find out how what non-experts learn, know, and believe is related to their security behavior,
and to develop ways to take advantage of what people already know and do, and how they already learn about
security, to help them behave more securely [25].

We have identified social aspects of learning about security [22] and ways that mental models for software updates
based on past experience can actually cause computing devices to be less secure [23]. We also found that
strategies for removing the user from the security loop, like automated software updates, can prevent learning
from taking place and thereby cause users to be less able to make educated decisions [24]. To better understand
differences in the security-related information available to users for learning about security, we compared three
informal sources of computer security information, and found that security information from peers usually focuses
on who conducts attacks, but expert advice focuses instead on how attacks are conducted. These differences
may prevent users from associating protective measures with the generalized threats they are concerned about,
and talk about with each other [20].

We are currently analyzing data we collected in a six-week field study using a survey instrument we developed
to measure beliefs and self-reported behaviors related to computer security [26], and a software tool installed on
participants’ computers designed to measure a number of security-related behaviors. This tool recorded log data
as participants used their computers, and detected behaviors such as when they updated their operating system,
or clicked on a link in an email, or entered a password into a web page. Our analysis is focused on correlating
the behavioral data with the survey results to discover how different mental models, and self-reports of behavioral
intentions, are associated with actual behaviors. Our first paper from this unique dataset, published in 2016 [27],
reported evidence that password composition policies interact with users’ limited memory capacity: participants
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tended to re-use their most frequently-entered password, which was also their most complex password, relatively
speaking. This means that organizations that force frequent authentication are effectively training users to mem-
orize those passwords, which are then more likely to be re-used on other accounts because they are easier for
users to recall. This points to an unexpected and previously unknown interdependence between accounts; and, it
is one way that sociotechnical security shows characteristics of a black box system.

2 Instruction and Advising
I have developed two new interdisciplinary courses for the Department of Media and Information, focusing on
human computer interaction (master’s level, MI845) and digital privacy (undergraduate level, MI239). In both
courses, I combine hands-on activities, discussions of current topics, and thinking and writing assignments to help
create a respectful and intellectually engaging learning environment in the classroom. For example, I created a
time-use diary assignment for my digital privacy course, in which students record all of their activities for two days
at 15-minute intervals, along with metadata about who they are with, what technologies they are using, and how
public or private they feel at the time. They use their diaries for analysis and reflection in a writing assignment
and in class discussion about their own beliefs and observations regarding privacy in their daily lives. I help
students in this course form their own opinions about privacy in sociotechnical systems, by preparing multiple
ways of explaining and illustrating the concepts, and by listening to students’ concerns. This creates a supportive
environment where students feel comfortable asking questions, voicing confusions, and talking about their own
experiences, which helps me tailor my approach to a unique and diverse group of students each time I teach the
course. This course began as a special topics course, and is now a regular yearly offering and fills a requirement
in the department’s new undergraduate curriculum.

I have also created a master’s-level overview course about Human Computer Interaction (HCI). The course iden-
tifies themes in the field, integrates historical trends and current topics, and forecasts them into the future. For
example, we watch excerpts from 1968 demo of the very first computer mouse, discuss Fitts’
Law which predicts the time it takes a human to move the mouse and click on a target, and expand that to consider
interacting with touchscreens and gestural interfaces. Then, we imagine and discuss what the user interfaces of 20
years from now might look like, and what new forms of interaction they might enable. I designed the major assign-
ment in this course to help the students develop writing and argumentation skills: they complete a writing project
in which they brainstorm, plan, write, conduct peer evaluation, and revise an essay about a topic important to them
that is also related to HCI. I combine the final essays into a single volume, which I then print as a library-quality
paperback using Michigan State’s Espresso Book Machine. Each student receives a copy of the book at the end
of the semester, which makes the piece they are writing feel more real than a typical term paper assignment.

In addition to my teaching in the classroom, I also train and mentor graduate and undergraduate researchers. I
have previously worked with 10 different MIS PhD students as research assistants, and have been a dissertation
committee member or chair for two of those students. This Fall (2016), I have been assigned an incoming In-
formation and Media (IM) PhD student as an advisee for the first time. Most of the students who matriculate in
the IM program are not interested in sociotechnical systems research or HCI, and this has presented challenges
related to staffing, leadership, mentoring, and project management on my sponsored projects. It has also pre-
sented opportunities to experiment with different ways of organizing the work. For example, I work extensively with
undergraduate research assistants during the academic year and in the summer in the research lab I founded and
lead, the BITLab (Behavior, Information and Technology Lab). During 2012-2015 I co-organized a very successful
NSF-funded REU (Research Experiences for Undergraduates) program in which we recruited 5-7 exceptional stu-
dents each year for 10-week summer internships. These undergraduate research assistants join active research
projects as junior colleagues, and participate in all aspects of the research. Several of my publications include
undergraduates I have worked with as co-authors [21, 24, 27], and many of the lab’s undergraduate alumni have
gone on to graduate school or careers in the technology industry. I find this work to be productive and rewarding,
and plan to continue the REU program in the future.

3 Citizenship
In the Fall of 2012, which was the beginning of my second year at Michigan State, the department chair at the time
asked me to become the Director of the department’s Master’s program. I began sitting in on committee meetings
that semester, and formally took over beginning in January 2013. I was tasked with three goals: to resolve a
long-standing conflict among the faculty regarding exit requirements for Masters students who choose not to do a
thesis or a project to complete their degree, to analyze the program and make recommendations for longer-term
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improvements, and to increase enrollment in the program. I accomplished the first two goals; however, working on
these issues negatively affected my research productivity. I stepped down at the end of December 2013, and have
worked hard since that time to make up for the gap in my publication record and continue to secure funding for my
research program.

In addition to that leadership role, I have also worked to improve the quality of the IM PhD program. I have served
on the Media and Information Department PhD committee, on a task force committee assembled in 2015 to
analyze the PhD program and make recommendations, and I am also co-organizer of the yearly IM PhD Research
Symposium. This is an event that a colleague and I initiated in the Spring of 2012 as an opportunity for students
to showcase their work (and meet their practicum presentation requirement), while at the same time providing a
venue for both students and faculty to become more familiar with the research that is going on in the IM program.
Another objective of this activity is to promote a culture of research excellence among our doctoral students by
providing incentives for good work. The symposium provides opportunities for recognition and feedback, and in
addition, I contribute $750 each year from the AT&T endowment funds provided to me as part of my appointment
at Michigan State, for awards given to the best “senior” and “junior” student presentations. Feedback from both
faculty members and students about the Symposium has been very positive.

I have also served the department community by providing support for students and faculty members affiliated
with the BITLab in the form of research infrastructure. This includes three components: space, technology, and
personnel. I have transformed the research space that I was allocated from a jumbled mess of leftover furniture and
abandoned equipment into a professional workspace, primarily using my AT&T endowment funds and my spare
time. I have also used AT&T funds to provide computing equipment, servers, office supplies, and subscriptions to
file sharing and backup services. I feel strongly that an investment in research infrastructure is also an investment
in the people who work there, and that providing one’s employees with the resources and freedom they need to
do their jobs well is an important way to show them how valuable they are. I have also used AT&T funds to pay
research-related expenses to help three MIS PhD students complete their dissertations, only one of whom was my
advisee.

Finally, I am active in the wider academic community as a reviewer and program committee member. I have served
on three NSF panels (and I have also reviewed single proposals as an ad-hoc reviewer), 8 conference program
committees for HCI and security/privacy related venues, and I have been a reviewer for CHI annually since 2006
and CSCW since 2008. I have also reviewed for 11 other HCI-related journals and conferences. I have been
recognized for writing exceptional reviews four times, for UIST 2014, CHI 2015 and 2016, and CSCW 2016.

4 Conclusion
I meet and exceed the requirements for tenure and promotion to Associate Professor in the Department of Media
and Information at Michigan State University. I have a strong record of publishing in the human-computer inter-
action and usable privacy and security communities. I have published 19 peer reviewed conference publications
and journal articles (12 since Fall 2011 when I began my appointment at MSU), which together have over 470
citations. I take a leadership role in all of my research projects, as indicated by the fact that I am the first or second
author on all but one of my publications, and solo author on four. I have also been very successful at securing
external funding for my research. Since 2011, I have received three research grants from the National Science
Foundation as primary investigator (PI), totaling $1.25 million. I currently have a 100% success rate at the NSF. I
receive strong student ratings of my teaching performance, averaging 1.58 for Instructor Involvement (on a 1 to 5
scale where 1 is ‘Superior’ and 5 is ‘Inferior’) across all of the courses I have taught. And, I am an active citizen
both for my university and the wider academic community.

My research program is focused on problems that arise at the intersection of people, information and technology in
sociotechnical systems with black box characteristics. I have found that benevolence norms may apply to sensitive
derived data, that algorithmic curation can impact users’ ability to maintain relationships in a social network, and
that interdependence exists even in security systems that try to remove the user from the loop. As data collec-
tion and computation become more embedded in everyday infrastructure, and as disappearance spreads to new
contexts, new systems that involve sociotechnical black boxes will continue to arise. My work contributes new
understanding of these systems, and insight into how designers might begin to solve them. My future work will
incorporate my findings and experience from these projects as I continue to investigate new instances of black box
sociotechnical systems.
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